**Grammar based language models**

  

Due to the smoothing  techniques, bigram  and trigram  language models are robust   and have been successfully used more widely in speech recognition  than conventional grammars like context free or even context sensitive grammars.   Although these grammars are expected to better capture the inherent structures of the language, they have a couple of problems:

* *robustness*:   the grammar must be able to handle a vocabulary  of 10000 or more words, and ultimately a non-zero probability must be assigned to each possible word sequence.
* *ambiguity*: while *m*-gram language models   avoid any ambiguity in parsing,   context free grammars  are typically ambiguous and thus produce more than a single parse tree .

When using context free grammars , the terminals or symbols that can be observed are the words of the vocabulary  [[Lafferty et al. (1992)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html#Lafferty92), [Wright et al. (1993)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html#Wright93), [Della Pietra et al. (1994)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html#DellaPietra94), [Yamron (1994)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html" \l "Yamron94)]. We use the notation:

* *A*,*B*,*C*,..: non-terminals or abstract syntactic categories;
* *u*,*v*,*w*,..: terminals, i.e. the spoken words ![tex2html_wrap_inline45625](data:image/gif;base64,R0lGODlhTgAMAIAAAAAAAL+/vyH5BAEAAAEALAAAAABOAAwAAAJfDIJnyO2/koT0qXghuKpXujHe94VTx4WcZJLOGrmgeJowNsn0qc/8MsIcbglUcadiZWzGWmyY2wyXr2ZLakhFralpw5OphHuaI9mXlWHPvhZbdH3L5/S6/Y7P6/f8eQEAOw==);
* ![tex2html_wrap_inline45995](data:image/gif;base64,R0lGODlhBgAGAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAGAAYAAAILDB6WhnmwIGRsggIAOw==): an arbitrary nonempty string of terminals and non-terminals.

We typically attach probabilities to the context free rules. For a production rule like  
![eqnarray9727](data:image/gif;base64,R0lGODlh9AEKAIAAAAAAAL+/vyH5BAEAAAEALAAAAAD0AQoAAAJ8jI+py+0Po5y02ouz3rz7D4ZiAIzmiabqyrbuC8cVUMr2jef6zvc+RPsJh8Si8YhclWoSZvIJjUqnVM2S4lzQstWu9wsOj2rcR9nADIrX7LZ7vVUr4nR5In1+6/f8viw90wDoR1hoeOjhlKflQLaICBkp6beFVhmxeAlQAAA7)  
we have a conditional probability ![tex2html_wrap_inline45997](data:image/gif;base64,R0lGODlhSgAXAIAAAAAAAL+/vyH5BAEAAAEALAAAAABKABcAAAKJjI+Ay+3PFDzy1Xandjmt7nHgRgYjkI0mhJZuGHWntZYqHdUe2hqqcstZehSMrtiTzI6bpaki8wmV0hhPxMsSYcRUdloFQV/OS6r4eeqiaNLPZ4YxV9c2XFnX/JLt+hcp9CLI4gJkNIgYqKemmJgYJHfo+Og2aXmJmam5ydnp+QkaKjpKWmqaWQAAOw==) that a given non-terminal *A* will be rewritten as ![tex2html_wrap_inline45995](data:image/gif;base64,R0lGODlhBgAGAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAGAAYAAAILDB6WhnmwIGRsggIAOw==). As usual, these probabilities must be normalised:  
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As usual in the framework of context free grammars , one often uses so-called normal forms like Chomsky and Greibach normal form for which standard introductions to formal languages in compiler construction theory can be consulted. Typically, these normal forms simplify the analysis of the problem under consideration, and there are automatic techniques for converting arbitrary context free grammars  into these normal forms.

For each parse tree  of a given string, we can compute its probability as the product over all its production rules. The probability of the given word string is then obtained by summing these probabilities over all possible parse trees.  The fundamental definitions for context free grammars   are well covered in textbooks [[Fu (1982)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html#Fu82), [Gonzalez & Thomason (1978)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html#Gonzalez78)].

For the application of stochastic context free grammars,       stochastic grammar we consider four questions or problems:

* *parsing problem*:     How to find the best parse tree along with its probability? How to efficiently calculate the total probability of all parse trees for a given sentence? The solution is given by the stochastic extension of the CYK algorithm [[Fu (1982)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html#Fu82), [Gonzalez & Thomason (1978)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html#Gonzalez78)], which is sometimes referred to as *inside algorithm* [[Jelinek et al. (1992)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html" \l "Jelinek92)].
* *predicting the next word*: How can we use a grammar to predict the next word, i.e. given the word sequence ![tex2html_wrap_inline46003](data:image/gif;base64,R0lGODlhOgALAIAAAAAAAL+/vyH5BAEAAAEALAAAAAA6AAsAAAJHDIJnyO2/koS0ARUVru4yzVHgdHjhg43np47bGmWwRZZfp+W3YS9mmCttXqZiyvMrJi5MGnB20j05TWhFev1Zt9yu9wsOQwoAOw==), how can we compute the conditional probability for the word ![tex2html_wrap_inline45555](data:image/gif;base64,R0lGODlhDwAMAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAPAAwAAAIdDIJnyKYLW1SvPSpTOhhQ7zBglEFjaVboyrZuVgAAOw==) in position *n*:  
  ![eqnarray9751](data:image/gif;base64,R0lGODlh9AEPAIAAAAAAAL+/vyH5BAEAAAEALAAAAAD0AQ8AAAL+jI+py+0Po5y02ouz3rx7CnxdKJYLaabqyrbuC8cTQNcPKjt4nu0IzQsKh8Si0YXz/Y5L5oxBUjqn1Kr1qkk2pEQuNuD1fsfkslmmhVbFVy77DI/L55E0OAQEK1DRfe2vZtC31aRneMEn6OFG1+j4CPmXBDR4kGf4BpV4eGK5WSlxCRraCWl6ihrHWGjZymnxqVPYd/mk+ApR65rK2+trtLq7O1oRSzh8mzl7C1L6+wwdnRIsnIx3IqnrSqmom8bNLBg1vn2tp+3M+qMs3e7eC7gnn2CDXkzJBzqJZyfuf+eJnydr8cJVG/guocKFN4aQOxhoxD9Z8xhavIiRnpAehwY1saNoL6DGjCRLKvyIRA5Kkyxbwlm5AqbDCAUAADs=)  
  The solution is provided by the so-called *left corner algorithm* by Jelinek and Lafferty [[Jelinek et al. (1992)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html" \l "Jelinek92)].
* *learning the rule probabilities*: Given the rules of a grammar, how can we estimate the rule probabilities from training sentences ? The solution is provided by the corresponding version of the EM algorithm , which is called the *inside-outside algorithm* [[Jelinek et al. (1992)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html" \l "Jelinek92)].
* *grammatical inference*: How can we learn the grammar as a whole from a set of training data  [[Fu (1982)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html#Fu82), [Gonzalez & Thomason (1978)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html#Gonzalez78)]? It is this problem for which no good solutions exist yet.

The main stumbling block in using grammar based language models so far seems to be that the grammar rules as such are not available, either because handwritten grammars are simply not good enough or because the problem of grammatical inference is too big. To mitigate these problems, there have been attempts to use special types of context free grammars  which are referred to as lexicalised or link     grammars. Their non-terminals are assumed to depend on the words of the lexicon. These grammars include the bigram  and trigram  language models as special cases and thus provide a smooth transition from the *m*-gram language models   to context free grammars  [[Lafferty et al. (1992)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html#Lafferty92), [Della Pietra et al. (1994)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html#DellaPietra94), [Yamron (1994)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html" \l "Yamron94)]. Although so far there are only preliminary results, we will consider these approaches in more detail because they offer promising extensions from *m*-gram models   and they provide a good framework to show the relationship between *m*-gram language models,   finite state grammars  and context free grammars.

To describe this type of grammar, we will use a special version of the Greibach normal form. Each context free grammar  can be converted into a grammar whose rules are of the following three types:  
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The third rule type describes a branching process, which is required for the full power of context free grammars.   Without it, we are restricted to regular grammars which can be conveniently represented by finite state networks.   Each network state is identified with a non-terminal of the grammar.

To obtain a bigram  language model in this framework, we use a separate non-terminal ![tex2html_wrap_inline46021](data:image/gif;base64,R0lGODlhEgAUAIAAAAAAAL+/vyH5BAEAAAEALAAAAAASABQAAAIojA+nq5AMjYswPdrCxVpy6UzftUXbaXUhKE5PyaTduH72jef6zvdBAQA7) for each word *w*. The bigram  model itself is expressed by the following rule type for the word pair (*vw*):  
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The bigram  rules can be represented as a finite state network  as illustrated in Figure [7.5](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node228.html#BigramNet) for a given word sequence. Unlike the conventional representation, the nodes  stand for the observed words, i.e. the terminals, whereas the links represent the non-terminals. For a complete description of the grammar, we have to include the rules for sentence begin and end. For a trigram  model, we have to use a separate non-terminal for each word pair (*vw*), and the rules depend on the word triples (*uvw*):  
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The trigram  rules are illustrated in Figure [7.6](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node228.html#TrigramNet).
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**Figure 7.5:** Bigram as a finite state grammar
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**Figure 7.6:** Trigram as a finite state grammar

To go beyond the power of *m*-gram  and finite state language models , we need more than one non-terminal on the right-hand side. To simplify the presentation, we restrict ourselves to the special case of pairwise word dependencies, which can be viewed as an extended bigram  model. In addition to the standard bigram  non-terminals now denoted by ![tex2html_wrap_inline46035](data:image/gif;base64,R0lGODlhEQAUAIAAAAAAAL+/vyH5BAEAAAEALAAAAAARABQAAAIlTIBgy60N2YtxUnlrhtPSvoELcpRJIimP55Rudm7yTNf2jedLAQA7), we have additional non-terminals for the branching process, which are denoted by ![tex2html_wrap_inline46037](data:image/gif;base64,R0lGODlhEgAUAIAAAAAAAL+/vyH5BAEAAAEALAAAAAASABQAAAIpTIBpywze4oGSzroSwvZx411fGGJksz2qcmztVUoq+IFsjef6zvf+XwAAOw==) for word *w*:  
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The production rule for non-terminal ![tex2html_wrap_inline46037](data:image/gif;base64,R0lGODlhEgAUAIAAAAAAAL+/vyH5BAEAAAEALAAAAAASABQAAAIpTIBpywze4oGSzroSwvZx411fGGJksz2qcmztVUoq+IFsjef6zvf+XwAAOw==) is different from the rules for ![tex2html_wrap_inline46035](data:image/gif;base64,R0lGODlhEQAUAIAAAAAAAL+/vyH5BAEAAAEALAAAAAARABQAAAIlTIBgy60N2YtxUnlrhtPSvoELcpRJIimP55Rudm7yTNf2jedLAQA7) and, for example, could have this form:  
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This type of rule is capable of handling long range dependencies[![gif](data:image/gif;base64,R0lGODlhDwAPAPEAAL+/v+fn529vbwAAACH5BAEAAAAALAAAAAAPAA8AAAIohA+Bi+G8nIRmTnbTa/vkzCngIpRAKUDosSItaxqva84kmlJyrMtQAQA7)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/footnode.html#10705) sich as those in the following English examples [[Della Pietra et al. (1994)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html#DellaPietra94)]:

*between ...and ...*

*neither ...nor ...*

*to describe ...as ...*

*to prevent ...from ...*

A conventional bigram  or trigram  language model cannot capture these dependencies. In general, for a given word string, context free grammars  define a hierarchical structure by the parsing  process. Figure [7.7](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node228.html#ParseTree) shows the parsing structure in the conventional form. There is another equivalent representation shown in Figure [7.8](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node228.html#ParseLink), where the long range dependencies are expressed by special *links* in addition to the short range (i.e. next neighbour) bigram  links. In this link representation, the three different types of rule can be seen as follows. The *step* rule stands for the standard bigram  link to the next right word. The *branch* rule has two links: in addition to the bigram  link, there is a long range link to another word, e.g. the link from word ![tex2html_wrap_inline46045](data:image/gif;base64,R0lGODlhDgAMAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAOAAwAAAIcDIJnyKALn0xLTRjTkdaZ1zAiRY6NZ6bqyrZjAQA7) to ![tex2html_wrap_inline46047](data:image/gif;base64,R0lGODlhDgAMAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAOAAwAAAIdDIJnyKC7nIPwKNtSrlinOW3MOD4kaZ7qyrYuUwAAOw==) in Figure [7.8](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node228.html#ParseLink). Since there is the long range link for word ![tex2html_wrap_inline46047](data:image/gif;base64,R0lGODlhDgAMAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAOAAwAAAIdDIJnyKC7nIPwKNtSrlinOW3MOD4kaZ7qyrYuUwAAOw==), there is no bigram  link for ![tex2html_wrap_inline46047](data:image/gif;base64,R0lGODlhDgAMAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAOAAwAAAIdDIJnyKC7nIPwKNtSrlinOW3MOD4kaZ7qyrYuUwAAOw==), and therefore the *halt* rule must be used for word ![tex2html_wrap_inline46053](data:image/gif;base64,R0lGODlhDgAMAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAOAAwAAAIcDIJnyKALXWrzwWjxctLI/mTMJY7ciKbqyrZrAQA7), the predecessor of ![tex2html_wrap_inline46047](data:image/gif;base64,R0lGODlhDgAMAIAAAAAAAL+/vyH5BAEAAAEALAAAAAAOAAwAAAIdDIJnyKC7nIPwKNtSrlinOW3MOD4kaZ7qyrYuUwAAOw==). For this type of grammar based language model, there are only some preliminary experimental results [[Della Pietra et al. (1994)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html#DellaPietra94), [Yamron (1994)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html" \l "Yamron94)]. A still existing problem is the question of how to select the relevant word links in view of the large number of possible spurious links. In [[Della Pietra et al. (1994)](https://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/node444.html#DellaPietra94)], a method has been suggested for inferring the links automatically from a text corpus.

 ![figure9851](data:image/gif;base64,R0lGODlheQF1AIAAAAAAAL+/vyH5BAEAAAEALAAAAAB5AXUAAAL+jI+pC+0Po5y02ouz3rz7D4biSI7LiSJAyrbuC8fyTNf2jef6vO4+3vsJh8Si8YhMnoJKJbMJjUqn1CrDWnxit9yu92vQgmnisfmMTsfKaha7DY/Lt0zIPKF93/f8PlkFyJfnR1ho6FIXuDd42OhomBimh8b4aHkZV2cnqDCJ+Qk6FRlGGuDJVRmquiqqaFp6Stc5+8pqe6szarrSE4uV9wCLO0wsM9mbiVhazNxMm4IM5xntXN187JDcQm3djeur7ZbtTW4LLl2eXn7exq7+bumeJm9TYn+Pn6+/z9/vT/8MCkB4BHNdGsijoMIqCME0XLMwYpSHXii+sCgx45X+eK00eiSCUZaUkB81krRyEkXKkgtXdpzIMmYOlyNfHqApsxpOgTaX5fy55GDPWkCL4hFa86jRpT4b7bwZkCnQp06GUpWq6iqSq6mWacXq56sRrp2C7WoKtqDYLEODNkgrcS3ItlfkwpVjVwjZi3nvtkMKk6/floB5Djba18feif8aO34MWUThJouXJj5y2WDSwEwzs+W42XBnc5OrhkZMGjRn0ZZTP6pMGavnuapZx4Y6FY9Zp6WTVJ7NyRXwhLVvrx5+54muQsj/nDaNlqXym81hVDdGF7Mrmco3HboO8bnv7bXeEiU4HXcvbuiKQ2cN7Kx5tUph8bqfvPdWm97+8YP/Vd9Zr7z1X3TMZTfWNrvMR58yu+Gln3bi6SZJRKeYx2A4jsD2nkoGqhMLexryNqGEo7FSoDIlJihVijW46AaCn524CozQyEgbjVlFyOJqqKHI44y2FWUjdu6Nt2JMRYb3Go5DLEmJaxs6qZdsUpLoY4dEXllRhhe96KWKxoQp5hpkgnQmmuy4M44Tad7Iw5tgUmekdfPJGSAiQbT5pZ17rnQnnjcEWidff271Jzi+tClonxQ6WiZ5cEIqqYeU4pZjnoqJ0eiiQQlZ6aeRYgrEpDFeGmpUpqpqqYKt/vBGSLGiKupGVb56qqu1vphrr6va6iuurO4qrKalBnv+bLHA/jpsPcgSC22qupZnbLP17SktqXCuJ8yoy36brLK8TitutdkWGq212oJrXSDpPVshURiee15Z8vonYrrzkhtuus7Bm+q+zDrLr775qmsqe/kAkiE+DPNC3T3ejgswcRVLksHE/w6sW8YFQ6qwxgsyCLG5AfN53520jjyNYiJbzPHJfJaLrr+hehdzryF/7NWj6/rLDYbYajz0xUzSXDO7JheN9NFN16tIyxSPbPLPyza8coBBZ201ve0a/bXRF/I8tc1dZwuQHmNzvTbZUD+t9pM5b6x01dJaFDfXZ7+d9IcInx1i2H/vfXOmg/fNd91LG+514s02xKnT4tj+K3jBikruOBDxger34QKqcFLkmBdLkQSIq4Sz3h0/qDroqas5M+yxg+367HpFALOer4uUJZI6hgKl5ztwmBuQR+6XpHRcQkIlrFYa32Tycre4/IHS3/o7KMGvHln33n8PfvjiN3ZY+eafj3766q/Pfvvuvw9//PLPT3/99t+Pf/76789///7/D8AACnCABCygAWkjMBYl0HkCcgm3MndAvODLNxNEk3wcWMHPLBCBBxtevBz4QeRt0FkEik0JE3TC8aQwCxkcSwuf9EILEghQMSSh7eTGuirlkC071GHJVPhDFAZROysUIgTNFELMcOuG9XggEzUXr885Lxg9NAh8FRuFnStiMYvZeOKgqOZFFT1QQj/ESDQ6qBlNWFA+FMQYGpsYRURhrHODWg/TXEaFLcIRJiRBRhU9OKAwjuspZ9RjeMrIuDZeL42LnMkbsWcaQ4JJkrQb3k7uqERBfpGOm+KkJTmDkzEyUCB/3JRWaFJKGBJSFJSMkyQLAAA7)  
**Figure 7.7:** Parsing in the conventional form
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**Figure 7.8:** Parsing in link grammar form